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Abstract—We present the fundamentals for a toolkit for
scalable and dependable service platforms and architectures that
enable flexible and dynamic provisioning of cloud services. The
innovations behind the toolkit are aimed at optimizing the whole
service life cycle, including service construction, deployment, and
operation, on a basis of aspects such as trust, risk, eco-efficiency
and cost. Notably, adaptive self-preservation is crucial to meet
predicted and unforeseen changes in resource requirements. By
addressing the whole service life cycle, taking into account the
multitude of future cloud architectures, and a by taking a holistic
approach to sustainable service provisioning, the toolkit is aimed
to provide a foundation for a reliable, sustainable, and trustful
cloud computing industry.

I. INTRODUCTION

Contemporary cloud computing solutions, both research
projects and commercial products, have mainly focused on
providing functionalities at levels close to the infrastructure,
e.g., improved performance for virtualization of compute, stor-
age, and network resources, as well as necessary fundamental
functionality such as virtual machine (VM) migrations and
server consolidation. In the cases when higher-level concerns
are considered, existing solutions tend to focus on functional
aspects only. Furthermore, existing Platform as a Service
(PaaS) environments are typically offered through proprietary
APIs and limited to a single infrastructure provider. In order to
move from a basic cloud service infrastructure to an improved
cloud service ecosystem, there is a great need for tools that

support higher-level concerns and non-functional aspects in a
comprehensive manner.

In this work we focus on five higher-level concerns that in
our view must be addressed for a wider adoption of cloud
computing:

1) Service life cycle optimization
2) Dependable sociability = Trust + Risk + Eco + Cost
3) Adaptive self-preservation
4) Multi-cloud architectures
5) Market and legislative issues
Notably, these five concerns cover most of the ten key

obstacles to growth of cloud computing identified in a recent
report [3]. In addressing these concerns, we focus on a
holistic approach to cloud service provisioning and argue that
a single abstraction for multiple coexisting cloud architectures
can enable the next generation cloud service ecosystem. The
outcome of our holistic approach is the OPTIMIS Toolkit. We
present the design of the toolkit and discuss how it addresses
the higher-level concerns introduce above.

Our work is based on the assumption that clouds will be
available as private and public, that they will be used in isola-
tion or in a variety of conceptually different combinations, and
that they will be internal or external to individual organizations
or cross-organizational consortia.

The main stakeholders throughout this work are service
providers and infrastructure providers, although it can be



foreseen that our results can also impact actors such as brokers,
and service consumers (end-users). Henceforth, we consider
the following definitions for the service and infrastructure
provider roles:

• Service Providers (SPs) offer economically efficient ser-
vices with assessed and guaranteed environmental im-
pact using hardware resources provided by infrastructure
providers. The services are directly accessed by end-users
or orchestrated by other SPs.

• Infrastructure Providers (IPs) offer infrastructure re-
sources required for hosting of services. Their goal is
to maximize their profit from tenants by making efficient
use of the infrastructures, and possibly by outsourcing
partial workloads to partnering providers.

The element of interaction between SPs and IPs is a
service. Notably, SPs and IPs have conflicting economical
and performance goals that result in interesting problems in
cases where they are both part of the same organization. It
is foreseen that both types of providers are in need of more
feature-rich analysis and management tools in order to provide
economically and ecologically sustainable services throughout
the whole service life cycle.

The outline of the paper is as follows. Sections II to VI
present five higher-level concerns for future clouds. These
concerns guide the design of the OPTIMIS Toolkit that is
presented in Section VII, including a high-level view of its
components and an illustration on how the toolkit can be used
to create various cloud architectures. Finally, we share our
concluding remarks in Section VIII.

II. SERVICE LIFE CYCLE OPTIMIZATION

There are three fundamental steps in the service life cycle,
construction of the service, deployment of the service to an
IP, and the operation of the service using the IP resources.

A. Service Construction

In the service construction phase, the SP first builds (i.e.,
implements, assembles, and/or orchestrates) the service and
then prepares it for deployment and operation on the IP. The
activities performed include preparation and configuration of
images for the VMs that constitute the service as well as
specification of dependencies among the different service com-
ponents. This process can be facilitated by a general-purpose
programming model that simplify the service construction as
well as by an expressive language for SLAs that allows a
wide range of configuration parameters related to dependable
sociability, to be incorporated in service construction.

Currently, there is no programming model specifically tai-
lored for clouds. On the one hand developers are limited to
use application-specific platforms [16], restrictive computing
paradigms [10], [35], or platforms for a single cloud middle-
ware [28]. A common way of offering these solutions is by
wrapping them as a PaaS environment or even by offering a
proprietary API for a particular middleware. On the other hand,
developing high-level services from raw infrastructure through
use of IaaS is a manual and ad-hoc process, hindering broader

cloud adoption as service development becomes expensive and
time consuming.

The challenge of service construction resides in designing
and developing easy ways to create complex services. To this
end, applications need to be abstracted from their execution
environment and the development of new services, including
those composed from adapting and combining legacy- and
licensed software, must be facilitated. For the latter, novel li-
cense management technologies are required that significantly
extend currently available solutions for management of license
tokens in distributed environments [25]. The composition of
services as a mix of software developed in-house, existing
third-party services, and licence-protected software is a clear
contrast to commonly used approaches for service composi-
tion [19].

B. Service Deployment

In the service deployment phase, the service is placed on an
IP for operation. The main objective during this phase for the
SP is to select the most suitable IP for hosting a service, in-
cluding negotiation of SLA terms. Another task is to propagate
the contextualization information required for instantiating the
service once deployed. On the IP side, admission control is
based on an evaluation of the benefit from the additional
service. Contemporary cloud SLA mechanisms [2], [8] are
typically limited to cost-performance tradeoffs. For example, it
is not possible to automatically evaluate levels of trust and risk,
or to negotiate use of license-protected software. Furthermore,
existing deployment tools are limited to use of single clouds as
differences in contextualization mechanisms [21], [22] hinder
multi-cloud deployment.

To overcome current limitations, deployment optimization
tools are needed that support deployment given a set of policies
and that allows SPs to specify required SLA terms for the
service. The policies governing the deployment include the
degree of trust expected from a provider, the level of risk
with regard to cost thresholds, energy consumption limits,
performance levels, etc.

C. Service Execution

Service execution is the last phase in the service life cycle
and includes two different but related procedures, performed
by the SPs and IPs. The overall objectives of these stakeholders
differ and as a result, there is a conflict of interest in the
performed management tasks. On one hand, the SP performs
a set of management operations in order to meet the high-level
Business Level Objectives (BLOs) specified during service
construction. These include, for instance, constant monitoring
of service status and triggering actions to increase and decrease
capacity to adhere to SLAs, i.e., enact elasticity rules, and
mechanisms for monitoring and continuous assessment of
the risk level of IPs in order to apply the corresponding
corrective actions. On the other hand, IPs perform autonomic
actions to, e.g., consolidate and redistribute service workloads,
replicate and redistribute data sets, etc. with the overall goal of
achieving the most efficient use of the provider infrastructure



and hence maximize its own objectives, potentially at the
expense of the goals of the SPs.

Contemporary tools for service execution optimization focus
on mechanisms for monitoring service status and for triggering
capacity variations to meet elasticity requirements [32]. These
tools tend to use only SLAs and infrastructure status for
making decisions and either neglect business-level parameters
such as risk, trust, reliability, and eco-efficiency, or consider
them in isolation. For instance, eco-efficient policies for the
operation of hosting centers aiming to minimize its power
consumption have been investigated [5], [6]. Similarly, trust
mechanisms have been studied in the context of Grid resource
selection in order to choose providers that are likely to provide
better service according to their reputation [1]. In the same
way, risk information has been used for decision making [11].
Finally, some resource management proposals for data centers
and e-commerce systems are driven by business objectives
or incorporate business level parameters in their management
policies [4], [15], [27], though most of them target revenue
as the only objective.

According to this, SPs and IPs require software components
that in addition to the traditional performance indicators also
take into account business-level parameters (e.g., risk, trust,
reliability, etc.) in order to make decisions in a synergistic
fashion that contribute to the overall provider goals. In order
to achieve this type of decision making process, all manage-
ment activities must be harmonized through the use of cloud
governance processes that integrate all service requirements,
from high-level BLOs to infrastructure requirements.

III. DEPENDABLE SOCIABILITY =
TRUST + RISK + ECO + COST

Traditionally, relationships between stakeholders have been
focused on cost-performance trade-offs. However, these eco-
nomical factors are not enough for an open and highly dynamic
environment in which relationships are created in an on-
off basis with a possible high degree of anonymity between
stakeholders. Instead, a broader perspective that also incorpo-
rates quality factors is required. Thus, on the one hand, it is
necessary to offer methods and tools to quantitatively assess
and evaluate stakeholders, e.g., through audit and monitoring
functions including analysis of probability of service failure,
risk of data loss, and other types of SLA violations. On
the other hand, methods to measure stakeholder satisfaction
are also important, e.g., individual and group perceptions,
reputation of stakeholders regarding ecological aspects, or
previous experiences. Altogether, these mechanisms confirm
the dependability and reliability among members of a cloud
ecosystem.

A. Trust – Reputation Management

Trust is a multifaceted aspect not only related to risk
and security aspects, but also to perceptions and previous
experiences. Selection of an IP depends on the trust that it
will provision the service correctly and securely. Conversely,
for an IP, knowing a customer’s reputation improves the

admission control evaluation, reducing the risk of breaking
the economical or ecological goals of the IP.

Trust is often calculated by reputation mechanisms [20].
A reputation is a subjective measure of the perception that
members of a social network has of one another. This per-
ception is based on past experiences. The reputation ranks
aggregate experiences of all members of the social network
– in this case the social network is the cloud ecosystem, i.e.,
the combination of SPs and IPs. To create a comprehensive
trustworthy system, the relationships that must be considered
are of the types SP–IP and IP–IP. Trust estimations are deter-
mined from the trust rank of the SP or IP in other members
of its own social network (cloud ecosystem) according to a
transitive trust chain. The reputation mechanism must deliver
trust measurements at two levels. For IPs, trust reflects their
performance and the ability to accomplish promised levels of
service. For SPs, trust assessment mechanisms relevant for
establishing successful business networks include methods to
identify SPs in long term relationships and to analyze SPs’
historical behavior that can help to improve IP’s management
operations by e.g., prediction of future capacity. Tools are also
required to determine the integrity of data disclosed by the
ecosystem members as well as mechanisms to act accordingly,
e.g., to blacklist dishonest providers,

B. Risk Assessment

Underpinning a successful cloud infrastructure is delivering
the required QoS levels to its users in a way that minimizes
risk, which is measured in terms of a combination of the
likelihood of an event and its impact on the provision of
a functionality. Risk is a cross-cutting concern for clouds
that integrates factors such as trust, security, energy con-
sumption, and cost. Earlier work in risk management for
distributed systems has mainly focused on operational aspects
such as failures and performance degradation, and assumed a
very IaaS centric view under a specific resource reservation
model [12]. There is a need for tools for the definition,
assessment and management of risk based on variations in
levels of the proposed eco-factors for both stakeholders: SPs
during service construction, deployment, and operation; and
IPs during admission control and internal operations. Such risk
management mechanisms for cloud services, which consider
inherent aspects of clouds such as energy consumption, the
cost of reconfiguration and migration, and the reliability and
dependability of the provided services, will maintain secure,
cost-effective, and energy-efficient operations.

C. Green Assessment

Environmental concerns reflected in upcoming legislation
have increased the awareness of the ecological impact of
the ICT industry. The result is that the level of ecological
awareness can now be a deciding factor between competing
providers. However, environmental concerns are not the only
reason for the growing interest in green data centers, rising
electricity prices can also guide the deployment of services
to locations in which they are provisioned in a more efficient



way. The consequence is that IPs must now focus more than
ever on improving their energy efficiency.

Cloud computing in itself contributes to reduce power
consumption by consolidating workloads from different cus-
tomers in a smaller number of physical nodes, turning off
unused nodes [26]. However, a difficult aspect to handle is
the tradeoff between performance and power consumption [7],
[23]. To address this tradeoff, energy efficiency must be treated
as the other critical operating parameters, already including
service availability, reliability, and performance. The aim is to
minimize power consumption while still fulfilling the BLOs
of the IP.

A solution requires a broad set of mechanisms, including
tools for logging and continually assessing the ecological
impact at the service level, as well as theoretical models to
characterize the power consumption of services depending
on configuration parameters (e.g., clock frequency, resource
usage, and number of threads used). These mechanisms enable
the prediction of future energy impact based on run-time state,
historical usage patterns, and estimates of future demands.
Finally, actuators are required to carry out all eco-efficiency
decisions during resource provisioning, data placement, and
service placement.

D. Cost and Economical Sustainability

Fulfilling high trust levels between stakeholders, reduced
risk, and eco-efficient provisioning is trivial if cost is not an
issue. However, economical aspects are necessary to balance
the previous three goals, and cost must be an explicit parameter
throughout the full service life cycle. Current commercial
providers offer a variety of capabilities under different pricing
schemes, but it is hard to differentiate among the offerings
without sufficient knowledge of the repercussions on internal
performance, ecologic, and economic goals. To improve this
situation, more complex economic models are needed. These
models must include features to compare economical terms
between alternative configurations. To this end, such models
must employ business related terms that can be translated
to service and infrastructure parameters during development
and deployment of services. During the operation of a ser-
vice, it is necessary to optimize economical factors through
a combination of runtime monitoring, analysis of historical
usage patterns, and predictions of future events. The latter
helps to anticipate future service economic trends. All of these
actions create an economic policy framework in which the
stakeholders can specify the autonomic behavior they expect
from the elements under their management responsibility.

IV. ADAPTIVE SELF-PRESERVATION

Service and infrastructure management in clouds is difficult
due to their ever-growing complexity and inherent variability
in environmental conditions. Quick responses to these varia-
tions are necessary to fulfill the agreed SLAs. Accordingly,
human administration becomes unfeasible and building self-
managed systems seems to be the only way to succeed.

Although self-management for cloud infrastructures is a
novel area of research, many of the proposals for virtualized
hosting centers that allow automated adjustment of resource
allocation could be applied [30], [33]. However, many of
the previously proposed solutions have two main limitations.
First, they typically exhibit a lack of expressiveness in self-
management due to a lack of a holistic view of management.
This results in management actions, e.g., resource allocation,
monitoring, or data placement, that are performed in isolation
and are as such not optimal. Second, existing solutions tend to
use only SLAs and infrastructure status for making decisions,
neglecting business-level parameters such as risk, trust, relia-
bility, and eco-efficiency, or considering them in isolation, as
discussed in Section II-C.

To overcome this problem, SPs and IPs require that all
management actions are harmonized by overarching policies
that incorporate, balance, and synergize aspects of risk assess-
ment, trust management, eco-efficiency, as well as economic
plausibility.

The management actions must be handled by software
components able to monitor and asses their own status and
adapt their behavior to ever changing conditions. Aspects
to consider in this decision are overall BLOs, infrastructure
capabilities, historical usage patterns, and predictions of future
demands. The result is an integrated solution capable of a
wide range of autonomic management tasks [24] including
self-configuration, i.e., automatic configuration of components,
self-healing, i.e., automatic discovery and correction of faults,
and self-optimization, i.e., automatic optimization of resource
allotments and data placement. Example autonomic manage-
ment tasks include SLA enforcement, recovery of service
operation upon resource failure, VM placement optimization
(including migration), enactment of elasticity policies (ver-
tical and horizontal scalability), consolidation of services to
improve eco-efficiency, management of advance reservations,
and data replication for fault tolerance or performance im-
provements.

V. MULTI-CLOUD ARCHITECTURES

There are at least two fundamentally different architectural
models for cloud service provisioning using multiple external
clouds:

• In the federated cloud case, an IP can sub-contract
capacity from other providers as well as offer spare
capacity to a federation of IPs. Parts of a service can
be placed on remote providers for improved elasticity
and fault tolerance, but the initial IP is solely responsible
for guaranteeing the agreed upon SLA (with respect to
performance, cost, eco-efficiency, etc.) to the SP.

• In a multi-provider hosting scenario, the SP is responsible
for the multi-cloud provisioning of the services. Thus,
the SP contacts the possible IPs, negotiates terms of use,
deploys services, monitors their operation, and potentially
migrates services (or parts thereof) from misbehaving
IPs. IPs are managed independently and placement on



different providers is treated as multiple instances of
deployment.

Each model has benefits and drawbacks. However, to date,
these models have only been studied in isolation [22], [32],
[34], which essentially creates either-or situations. Instead,
for a more flexible provisioning model, it is important to be
able to use multiple clouds without distinguishing whether
a service is hosted within a single cloud or across multiple
providers, i.e., clouds must be able to be combined into
arbitrary, hierarchical architectures. To this end, it is imperative
to create a single abstraction without regard of architectural
style. In order to accomplish this, there are a number of
challenges that must be solved, including: verification of
SLA adherence; metering, accounting and billing of services
running out of a provider’s boundaries; managing software
license authorizations, particularly when migrating a service
to different providers; replication, synchronization, and backup
of data between providers; evaluation of economical efficiency
associated with using external providers; and establishing
an inter-cloud security context for governing all interactions
between clouds.

VI. MARKET AND LEGISLATIVE ISSUES

Clouds bring change to user behavior. The focus of attention
is moving away from how a service is implemented or hosted
to what the service offers, a shift from buying tools that enable
a functionality to contracting third-party services that deliver
this functionality on demand in a pay-per-use model [14].
There is a massive surge in interest around private and
hybrid clouds. With new application use cases emerging on a
regular basis, numerous commercial on-ramps are seeking to
provide access to multiple clouds, and startups and incumbent
providers alike are targeting cloud service brokerage. These
changes in the landscape create opportunities for new roles,
relationships, and value activities but also create additional
concerns related to legal compliance.

It is important to assess from the very beginning those
associated legal risks in cloud computing and create a frame-
work for minimizing or mitigating those risks, particularly
when presupposing that data moves geographically. In such
cases, data protection and privacy, being issues of cross-border
jurisdictional nature as they concern the acquisition, location,
and transfer of data [17], are important and call for a data
protection framework and security infrastructure [9], [18].
Furthermore, legally and non-legally binding guidelines con-
cerning green IT strategies and legislative and jurisdictional
issues are key to infrastructure and service providers when it
comes to decision making [13], [29]. In addition, intellectual
property and contractual issues concerning ownership and
rights in information and services located in the cloud need
to be tailored and taken into account when designing a cloud
computing toolkit [31].

VII. THE OPTIMIS TOOLKIT

Our response to the challenges presented in the previous
section is the OPTIMIS Toolkit, currently under development.

Fig. 1. High level view of the components in the OPTIMIS Toolkit. The Basic
Toolkit addresses quantitative and qualitative analysis that help in making
optimal decisions regardless of the invoking component. Organizations can
act as SPs and/or IPs depending on the components that they chose to adopt
(from the Admission Controller, Deployment Optimizer, Service Optimizer,
and Cloud Optimizer).

The toolkit consists of a set of fundamental components realiz-
ing an anticipating a variety of architectures for simultaneous
use of multiple clouds. Figure 1 illustrates the high-level com-
ponents of the toolkit: the Service Builder, the Basic Toolkit,
the Admission Controller (AC), the Deployment Engine (DE),
the Service Optimizer (SO), and the Cloud Optimizer (CO).

The Service Builder component is used during the service
construction phase and enables developed services to be deliv-
ered as Software as a Service (SaaS). A service programmer
has access to an integrated development environment that sim-
plifies both development and configuration of the service, two
important actions for efficient utilization of cloud resources.
In our novel programming model for service development, a
service is a collection of core elements, e.g., services built
from directly from source code, existing services, licensed
software, and legacy-software not developed specifically for
clouds, as well as a set of dependencies between the core
elements. During operation of the service, the core elements
are orchestrated by a runtime environment that analyzes the
dependencies defined during service construction.

Each core element has a set of functional and non-functional
requirements associated, e.g., requested performance, amount
of physical memory and CPU characteristics, response time,
elasticity aspects, service and security level policies, ecological
profile, etc. In addition, there are also requirements among the
core elements and between the service and its potential users.
The requirements are encoded in a service manifest that is the
input to the various toolkit components that handle service
deployment and execution.

The Basic Toolkit provides functionalities common to com-
ponents that are used during service deployment and exe-
cution. Some of the functionalities address the quantitative
and qualitative requirements that we in Section III summarize
under the term Dependable Sociability, whereas monitoring
and security are functionalities that must be considered during
several stages of the service life cycle. These are general
purpose functionalities and evaluate similar aspects of manage-
ment. However, component behavior is customized depending
on the invoking module. This customization is fulfilled through
the use of internal policies that adapt the decision making
processes, e.g., based on the invoking component and the
current stage of the service life cycle.

We now illustrate how the OPTIMIS Toolkit is used during
deployment of services. For simplicity in understanding how



Fig. 2. Service deployment scenario that illustrates the interaction between
the high-level components of the SP and IP.

the components interact, the scenario presented in Figure 2
is that of an IP delivering capacity to a SP. More complex
scenarios can also be realized as described later in the section.

During service deployment the SP finds, by use of the DE,
the best possible location for operation of the service. Prior to
deployment, the DE must package the services and software
stack into a set of VM images. In addition to the service
images, the DE uses a deployment manifest specifying the
functional and non-functional requirements of the service. The
first step of deployment is negotiation between the DE and the
IPs in order to find suitable candidates for service operation
(Step 1).

An IP receiving a deployment request performs a proba-
bilistic admission control to decide whether to admit the new
service or not (Step 2). This test balances revenue maximiza-
tion lead by business goals against penalties for misbehavior,
i.e., from breaking SLAs of current running services. Example
policies include over-provisioning (overbooking for revenue
optimization) as well as under-provisioning (reserving capacity
to minimize the risk of failures). The test is carried out by
the Admission Controller (AC) component through use of the
Basic Toolkit (Step 3). An integral part of the test is workload
analysis of the current infrastructure and the new service, as
well as capacity planning.

Using the Basic Toolkit, the DE evaluates all IPs that offer
to run the service in order to chose an initial one (Step 4).
This analysis is carried out considering both qualitative and
quantitative factors as explained in Section III. After selecting
an initial IP, the DE prepares the service images for de-
ployment at the chosen IP. This includes adaptation to the
used contextualization mechanism, as this can vary between
providers.

In the IP, the process of accepting a new service starts by
allocating space for the VMs and selecting their initial place-
ment. The latter is a complicated process as placement must
consider the predicted elasticity of the service and the non-
functional constraints specified in the deployment manifest.
Some of these constraints can even have legal ramifications
regarding e.g., data protection and privacy or environmental
guidelines as discussed in Section VI. This process is per-
formed by the CO using the functionalities in the Basic Toolkit
(Step 5). Data management, including transfer of VM images
and other data required by the service, is performed prior to
launching the VMs, whereas contextualization is performed
after the VMs have been initialized (Step 6). The SO in the
SP is notified (Step 7) once the deployment process completes.

The SO and CO also perform repeated management de-

Fig. 3. Federated cloud architecture where the SP establishes a contract with
IP A that is a member of the federation that includes IP B. The service is
delivered using resources of either IP, or both.

cisions during service operation, the SO on behalf of the
SP and the CO for the IP. The SO continuously checks that
the IP provisions the service according to the agreed SLAs,
otherwise the SO can migrate the service to a different IP.
On the other hand, the CO optimizes the IP’s infrastructure
resources. This includes, for instance, monitoring of infrastruc-
ture status, recovery from failures (e.g. by using checkpoints),
and mechanisms for optimizing power consumption (e.g. by
consolidating and migrating VMs), while at the same time
protecting SLAs with SPs to avoid penalties and preserve
reputation. The SO and CO both utilize the Basic Toolkit as
the basis for their quantitative and qualitative analysis.

A. Flexible multi-cloud architectures

The combination of the five main components of the OPTI-
MIS Toolkit and their implementation by SPs and IPs, gives
rise to a number of plausible multi-cloud scenarios where
resources from more than one IP can be combined in novel
ways. Some example compositions follow.

a) Federated architecture: In this scenario (Figure 3),
several IPs (A and B) use the OPTIMIS Toolkit to establish
a cooperation in which any IP can lease capacity from the
other. The cooperation is carried out according to internal
IP business policies. The SP is unaware of this federation
as its contract is with a single IP (in this case IP A).
However, the SP can indirectly pose constraints to the IPs in
the federation through the use of non-functional requirements
such as affinity of service components or juridical restrictions
such as prevented data movement across country borders. The
contracted provider (IP A) is fully responsible towards the
SP even in the case of subcontracting of resources from the
federation.

b) Multi-cloud architecture: In this scenario (Figure 4),
the SP is responsible for the multi-cloud aspect of service
operation. If IP A does not fulfill the agreed objectives, the SP
can cancel the contract and move the service to a different IP
(IP B). Notably, the SP is responsible both for negotiating with
each IP and for monitoring the IPs during service operation. In
more complex variations of this scenario, parts of the service
can be hosted on multiple providers. By using APIs and
adapters externally to the OPTIMIS components, the toolkit
can also achieve interoperability with non-OPTIMIS providers
(IP C in Figure 4). However, in such cases, the SP has to resort
to less feature-rich management capabilities, and the risk levels
for service provisioning increase accordingly.

c) Aggregation of resources by a third party broker: This
scenario (Figure 5), introduces a new stakeholder, the broker,
which aggregates resources from multiple IPs and offers these



Fig. 4. Multi-cloud architecture in which the SP breaks the contract with
IP A and re-deploys the service to IP B. The SP can also use infrastructure
from an IP (C) that does not implement the OPTIMIS Toolkit. In this case the
SP uses an interoperability layer that is external to the OPTIMIS components.

Fig. 5. In the brokering architecture, a third party broker aggregates resources
from several IPs (A and B) and offer these resources to SPs.

to SPs. The broker thus acts as a SP to IPs and as an IP to SPs.
Given the conflicting goals of these respective providers, there
are many interesting concerns regarding the independence,
honesty, and integrity of the broker. Benefits with this model
for SPs include simplicity and potential cost reductions, as
the broker can provide a single entry point to multiple IPs
and may offer better prices due to bulk discounts from IPs.
Management is simplified for an IP that offers capacity to a
broker as the number of customers is decreased. Accordingly,
trust and risk become easier to predict as the IP is likely to
have fewer and longer term contracts with brokers, instead of a
multitude of short interactions with potentially unknown SPs.

d) Hybrid cloud architecture: In this scenario (Figure 6),
any organization that operates a private cloud is able to
externalize workloads to public IPs. This is accomplished by
monitoring the normal operation of the private cloud, through
the CO component, and use capacity from public clouds
(IPs A, B, and C, the former two in federation) when the
local infrastructure is insufficient. The implementation of this
scenario is significantly simplified once an organization is
using the OPTIMIS Toolkit for managing its private cloud.
Furthermore, this scenario can be extended if the organization
makes use of the AC. In this case, the organization will be
able to offer capacity from its private cloud to others (SP A)
when that capacity is not needed for internal operations.

VIII. CONCLUDING REMARKS

We present the fundamentals of an on-going effort to
develop the OPTIMIS Toolkit that supports the construction of
multiple coexisting cloud architectures that make up the next
generation cloud service ecosystem. With this toolkit, our goal
is to provide a holistic solution to cloud service provisioning

Fig. 6. Hybrid cloud architecture. An organization moves part of its operation
to external providers (the federation formed by IPs A, B, and C). The
organization can also sell capacity to the SP during periods of low load.

through a set of independent components that can be used to
deliver advanced services.

The focus of the toolkit is on cloud infrastructure and
service optimization throughout the service life cycle: con-
struction, deployment, and operation of services. In the OP-
TIMIS Toolkit all management actions will be harmonized
by overarching policies that consider trust and risk assess-
ment to comply with economical and ecological objectives
without compromising operational efficiencies. Assessing risk
of economical and ecological parameters is a unique, albeit
challenging, goal. Governance processes and policies will be
defined to harmonize management activities throughout the
service life cycle.

The self-service tools will enable developers to enhance
services with non-functional requirements regarding allocation
of data and VMs, as well as aspects related to performance
(elasticity), energy consumption, risk, cost, and trust. The
OPTIMIS Toolkit incorporates risk aspects in all phases of the
service life cycle and uses trust assessment tools to improve
decision making in the matching of SPs and IPs. Furthermore,
the ecological impact of service provisioning is integrated in
all relevant decision making. The toolkit also ensures that the
desired levels of risk, trust, or eco-efficiency are balanced
against cost, to avoid solutions that are unacceptable from
an economical perspective. The OPTIMIS tools are aimed
to enable SPs and IPs to perform monitoring and automated
management of services and infrastructures, so as to com-
pare different alternative configurations in terms of business
efficiency. Notably, legislative and regulatory aspects are also
incorporated in the toolkit, e.g., to address adoption challenges
from regulatory and standards compliance requirements such
as data privacy legislation.

The flexible and adaptable OPTIMIS Toolkit will enable
and simplify the creation of a variety of provisioning models
for cloud computing, including cloud bursting, multi-cloud
provisioning, and federation of clouds. The provisioning on
multi-clouds architectures and federated cloud providers will
facilitate novel and complex composition of clouds that con-
siderably extend the limited support for utilizing resources
from multiple providers in a transparent, interoperable, and
architecture independent fashion.
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